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Still Stable After All These Years? Personality Stability Theory Revisited*

MONIKA ARDELT
University of Florida

Costa and McCrae maintain that personality is basically stable after age 30. Other researchers, however, find that personality tends to change over time and that personality stability depends on the stability of the social environment and the instruments used to test personality stability and change. A meta-analysis of 206 personality stability coefficients reported in the literature fails to support personality stability theory. Personality tends to be less stable if the retest interval is large, if age at first measurement is low or over 50, and if a change in individual aspects of personality rather than overall personality is measured. Moreover, studies assessing any of the “big five NEO” personality traits and studies by Costa, McCrae, and colleagues tend to find higher personality stability coefficients. It is suggested that personality stability and change cannot be studied meaningfully without simultaneously examining stability and change in the social environment.

McCrae and Costa (1982) suggest that an individual’s personality at age 30 is a good predictor of his or her personality at age 80. Indeed, many studies, particularly those by Costa, McCrae, and colleagues, have shown that personality characteristics are surprisingly stable over the life span (e.g., Costa and McCrae 1997; Moss and Susman 1980). Most studies, however, follow their subjects only for a relatively short period. Studies with retest intervals of 20 years or more tend to find less personality stability (Haan 1981). In their review of the literature on personality development, Moss and Susman (1980:591) conclude that “as the time interval between measurement increases, the evidence of stability decreases.”

The purpose of this review is to examine the claim of personality stability theory that personality remains basically stable after age 30. In a meta-analysis of 206 rank-order personality stability coefficients reported in the literature on personality stability and change, I analyzed the relative effects of retest interval, age at first measurement, measurement instrument, and gender on retest stability. The meta-analysis was not concerned with mean-level changes in personality in a population over time, but with a change in the rank order of individuals on personality measures.

Can individuals’ personalities truly change with time beyond the change that is experienced by the average person? Overall, the results show that the length of the retest interval has a negative effect on personality stability; the age at first measurement initially has a positive effect and after age 50 has a negative effect. The analyses also indicate that the “big five NEO” personality traits (neuroticism, extraversion, openness to experience, agreeableness, and conscientiousness) and composite personality instruments are likely to produce higher stability coefficients. Even after controlling for all these effects, however, Costa and McCrae still tend to find higher stability coefficients than other researchers in personality development.

FACTORS AFFECTING PERSONALITY STABILITY AND CHANGE

Definition of Personality

Whether personality remains stable or changes across the life span depends largely
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on the definition of personality (Weinberger 1994). Costa and McCrae (1997) define personality as consisting of five broad personality traits (neuroticism, extraversion, openness to experience, agreeableness, and conscientiousness); they tend to find less change than researchers who define personality “as a relatively enduring structure of motivations and resources” (Helson and Stewart 1994:204). Hence an overrestrictive definition of personality may prevent the discovery of personality change (Helson and Stewart 1994).

Genetics

Many personality researchers share the view that an individual’s personality is determined in part by genetic factors (Caspi 1993; Helson and Stewart 1994; McGue, Bacon, and Lykken 1993). Few, however, would go as far as Costa and McCrae, who believe that personality traits are solely the product of genetic predisposition and thus cannot be changed over the course of a person’s life (McCrae et al. 2000). In their views, even the personality changes that can be observed before age 30 are due to genetic influences.

Yet it is unlikely that these genetic changes are solely biologically based. It is more likely that genetic changes are a response to the individual’s social environment: that nature adapts to nurture. Reiss et al. (2000), for example, found a reciprocal relationship between children’s genetic personality dispositions and adults’ parenting behavior. Parents often react to their children’s personality traits so as to reinforce those traits (e.g., by protecting an introverted, shy child); such reaction causes genetic changes that lead to further manifestation of the children’s personality dispositions.

To what extent is personality affected by nature as opposed to nurture? Pogue-Geile and Rose (1985) suggest that genetic effects may vary across the life span. McGue et al. (1993) and Pogue-Geile and Rose (1985) found that identical twins remain more similar in personality during early adulthood than do fraternal twins. With advancing age, however, genes tend to affect personality change to a lesser degree than does an idiosyncratic environment. McCartney, Harris, and Bernieri (1990:226), who performed a meta-analysis of 103 twin studies, concluded that the effects of genetics and the shared environment on personality tend to decrease with age: “in other words, as twins grow up, they grow apart.”

Using a five-wave community sample and a structural equation modeling approach, Ormel and Rijndijk (2000) compared three models to test whether changes in neuroticism over a period of 16 years were due primarily to measurement error (trait model), the environment (state model), or both. The trait model, which posits that neuroticism is a genetically based unchangeable trait, was rejected by the data, whereas both the state and the trait and state model fit the data well. Ormel and Rijndijk concluded that there is at least some evidence for true personality change. Usually, however, change occurs at small, cumulative rates over long periods rather than suddenly and dramatically.

Research to date does not support the assumption that personality consists of genetically based, immutable traits. Instead it appears that both nature and nurture determine an individual’s personality.

Environment

The term environment, as used here, refers primarily to a person’s social environment. It can be defined as an individual’s social networks, roles, relationships, opportunities, and constraints (Alwin 1995).

According to Costa and McCrae (1997:283), “personality is not a product of the life course . . . but a robust and resilient set of dispositions within the individual that themselves help shape the life course. People are not mere pawns of the environment, but active agents who steadfastly pursue their own style of being throughout life.” The second part of this statement is largely supported by theoretical and empirical research (e.g., Caspi 1993); the first part, however, is often rejected.

Individuals actively select, shape, and transform the environment to fit their personalities (Mortimer, Finch, and Kumka 1982). Hence personality may be relatively stable across time because of a stable social environment, not necessarily because it con-
sists of unchangeable biologically based traits (Hertzog and Nesselroade 1987).

Caspi, Bem, and Elder (1989) distinguish between cumulative and interactional continuity of personality. Cumulative continuity refers to individuals' self-selection into social environments, which reinforce their personality. Interactional continuity, by contrast, means that persons tend to exhibit characteristic behavior patterns consistent with their personality; these patterns, in turn, tend to evoke complementary responses from others. Individuals are likely to interpret these responses so as to confirm their personality, and thereby to reinforce their personality further. Caspi et al. (1989), for example, found that ill-tempered boys became ill-tempered men who were more likely than others in their cohort to experience divorce, unemployment, and downward occupational mobility. The authors, however (Caspi et al. 1989:401, note 1), also admit "that the strength of the continuities is often quite modest . . . the trajectories of real lives can be dramatically changed by both planned interventions and chance events."

Similarly, Mortimer et al. (1982) show that self-competence at the end of college serves as a self-fulfilling prophecy. Male college seniors with high self-competence scores tended to display higher levels of self-competence and to be more successful in their careers 10 years later than did seniors with lower scores. Objective life events, however, such as work experiences and job satisfaction, also affected their level of self-competence even with controls for self-competence 10 years earlier.

The effect of the work environment on a person's self-concept, problem-solving approach, value system, and intellectual skills has been demonstrated widely in research by Kohn (1977). Kohn and his colleagues found that people with self-directed occupations are more likely than others to strive for autonomy, not only in the workplace but also at home. "The higher men's social-stratification positions, the more likely they are to value self-direction, for themselves and for their children, and the more likely they are to hold self-directed orientations to self, and society" (Kohn and Schoenbach 1983:187). Individuals with limited and constrained job opportunities, by contrast, often favor conformity over autonomy and teach their children accordingly. Hence individuals' social class position affects not only their own personality but that of their children as well.

A continuous reciprocal relationship apparently exists between personality, the social environment, and life experiences (Moen, Elder, and Lüscher 1995; Mortimer et al. 1982; Stokes, Mumford, and Owens 1989). But what happens in times of transition, when environmental changes are so drastic that the usual behavior patterns are disrupted and the individual has only minimal control over the environment? According to the stress-related growth perspective (Park, Cohen, and Murch 1996), transition periods provide the greatest opportunity for personality change because successful coping with new and unpredictable situations often requires a reorganization of one's priorities and adaptations to the environment.

By contrast, the accentuation principle of the life course paradigm claims that personality characteristics will become even more pronounced and more salient during periods of transition because people tend to rely on their internal traits and old coping styles to deal with a new situation (Elder and O'Rand 1995). Although this behavior may be maladaptive at times and may even lead to psychological decline, people tend to avoid in the short term the disequilibrium and uncertainty that personality change and growth necessarily entail (Bursik 1991). Yet transition periods can change people's personalities, resulting in either psychological growth or decline. Bursik (1991) showed that marital separation can lead to either an increase or a regression in ego development for women, depending on their level of adjustment. Similarly, Ardelt (1998) found that among men and women who experienced economic hardship during the Great Depression psychological health tended to either increase or decrease between 1930 and 1944. The group whose psychological health increased was judged to possess wise personality characteristics in old age, 40 years later, whereas the group showing a decrease in psychological health registered relatively low wisdom scores. The study found no changes in psychological health
scores between 1930 and 1944 for men and women without experience of Depression hardships.

Stress-related growth and the accentuation principle do not necessarily contradict each other. Elder (1974) observed that middle-class children who experienced economic deprivation during the Depression tended to increase in psychological health from childhood to adulthood over a period of 22 years, whereas nondeprived individuals remained relatively stable during that period. In this instance, stress-related growth was due to family resources and the children's adaptive potential, which accentuated their positive trajectory.

Furthermore, the effect of a transition period often depends on the characteristics of the transition. Changes in the environment are generally most stressful if they are unexpected, undesirable, unpredictable, and "off time" in relation to one's life stage (Elder 1994; Mortimer and Simmons 1978). For example, men who were drafted into the military during World War II after they had established their careers and families suffered the most devastating personal and social consequences. By contrast, men who entered the military early in their lives often benefited from the experience (Elder 1995).

In view of these research findings, it is difficult to support the statement that "personality is not a product of the life course" (Costa and McCrae 1997:283). Individuals actively select, shape, and transform their environment, but the environment also shapes and transforms individuals.

Gender

Women's life course tends to be more diverse and less normative than men's. Traditional roles allow men to "find themselves" early in life, primarily through their occupational choices, whereas women's personalities are affected by both their family and work roles. Depending on their individual pathways, women's personalities may develop quite differently. Helson and Picano (1990) showed that women who joined the labor force in early adulthood became more independent and more assertive between ages 21 and 43, whereas homemakers did not. Similarly, although most women showed normative developmental changes toward greater autonomy and maturity from age 21 to 43, the personalities of women who remained childless and did not pursue high-level occupational careers changed very little (Helson and Moane 1987).

Many women also may postpone their own self-development until their children are older. Roberts (1997) found no evidence for personality change due to occupational experiences for women from age 21 to 27. Work experiences from age 27 to 43, however, were related to personality change. Increases in workforce participation and occupational success were related to increases in self-efficacy, and occupational success was related to increases in adherence to norms.

Longitudinal studies also suggest that gender differences in personality decrease with age (Helson and Wink 1992). Women tend to become more independent and more assertive, and men are more likely to develop an interest in the family and community. In a society where gender norms become less distinct and more equitable, it is likely that personality differences between men and women may decrease at even earlier ages (e.g., Stevens and Truss 1985) and that personality changes may depend more strongly on men's and women's marital, family, and occupational histories than on gender.

Age at First Measurement

Researchers generally agree that retest correlations tend to be lower for individuals who are under age 30 at the first time of measurement (Alwin 1995; Asendorpf 1992; Costa and McCrae 1997; Weinberger 1994). During the teenage years, an individual's personality is still forming; it may be influenced by parents, friends, and an environment that is given rather than chosen (Casp 1993; Mortimer and Simmons 1978). In Western societies, early adulthood is considered to be the developmental phase when people can free themselves from their childhood settings and find out what they want to do with their lives (Caspi et al. 1989). By age 30, most major life decisions (e.g., marriage, children, and occupation) often have been made; as a result, people's personality characteristics
may change less after that time (Haan, Millsap, and Hartka 1986). Moreover, life decisions and choices that are made at later ages are likely to confirm rather than explore one’s personality (Mortimer and Simmons 1978; Stokes et al. 1989). In this regard, an individual’s personality is the product both of choice and of continuity over the life course (Caspí 1993). Finn (1986), for example, found that 30-year stability coefficients generally were higher for men who were tested initially in middle adulthood than for men who were between ages 17 and 25 at their initial assessment.

It is less clear, however, whether personality continues to become more rigid after age 29. Costa, McCrae and Arenberg (1980) found no evidence that personality stability was greater in older than in younger cohorts. Field and Millsap (1991), however, who compared a group of old-old adults (ages 74 to 84) with a group of oldest-old adults (ages 85 to 93) over a period of 14 years, observed that the oldest-old experienced a sharper decline in energetic personality characteristics than did the old-old. The old-old, however, increased in agreeableness over time, while the oldest-old remained stable in this trait.

Length of Retest Interval

The shorter the retest interval, the higher the stability coefficient tends to be, and vice versa (Asendorpf 1992; Costa and McCrae 1994). Personality stability coefficients are usually higher in studies with retest intervals of less than 10 years, particularly if the respondents are age 30 or above at first measurement (Costa and McCrae 1988; Helson and Wink 1992). Even if people’s personalities change only a little in the short term, cumulative changes, which often are due to interactions with the environment, occur over a long period (Asendorpf 1992; Helson and Stewart 1994; Ormel and Rijswijk 2000). Uncorrected stability coefficients for retest intervals of 20 years or more are rarely greater than .50 (e.g., Finn 1986; Helson and Moane 1987; Jones and Meredith 1996); even coefficients corrected for measurement error tend to decline with the length of the retest interval (Conley 1984).

Measurement Instrument

Instruments that measure relatively enduring personality traits, particularly the big five NEO traits, tend to produce higher stability coefficients than instruments that were designed to measure developmental change (Helson and Stewart 1994; Weinberger 1994). Moreover, it appears that Costa and McCrae, the strongest supporters of personality stability theory, tend to find higher stability coefficients in their studies than do other researchers (Costa and McCrae 1997). In addition, single aspects of a person’s personality, such as self-esteem, affect balance, locus of control, and even neuroticism, are more likely to change over time than is an individual’s overall personality (e.g., Bachman, O’Malley, and Johnston 1978; Cantoni 1955).

The literature also discusses the possibility that self-reported personality may inflate personality stability. Self-reported personality may depend on one’s self-image, which in turn may be more stable than actual personality (Costa and McCrae 1997; Field and Millsap 1991; Finn 1986). To avoid this positive bias, some researchers use trained raters, spouses, or peers to rate a person’s personality at different points in time. Trained raters often vary from one measurement point to another and tend to produce lower stability coefficients than do self-reports or spouse ratings (Costa and McCrae 1988; Jones and Meredith 1996).

It is not clear, however, whether this means that trained raters are more able to discover personality change or whether they tend to cause higher measurement errors (Costa and McCrae 1997). Spouses or peers as raters, by contrast, also may inflate stability coefficients if they judge their marital partners or friends on the basis of a relatively unchanging mental image of those individuals (Costa and McCrae 1994; Field and Millsap 1991). Unfortunately, without a valid outside criterion for personality change and stability, it is impossible to judge whether self-ratings, spouses’ ratings, peers’ ratings, or ratings by trained judges produce the most valid results. Costa and McCrae (1988) and Conley (1985) found no evidence for differences in personality stability coefficients.
between self and spouse ratings over periods of six and 18 years.

Measurement Error

Personality instruments are not perfectly reliable; therefore uncorrected stability coefficients tend to underestimate personality stability (Costa and McCrae 1997). Studies that correct for the unreliability of measurement instruments generally find even higher stability coefficients. Costa and McCrae (1988) obtained corrected stability coefficients of .90 or higher for neuroticism, extraversion, and openness to experience for a six-year retest interval; Costa et al. (1980) report corrected 12-year stability coefficients of .80 or higher for the Guilford-Zimmerman Temperament Survey (GZTS) scales, with a median value of .91. On the basis of these results, McCrae (1993) concluded that changes in personality scores are largely the result of measurement error.

Corrected stability coefficients for other personality characteristics, however, such as self-esteem, tend to be lower (Bachman et al. 1978). Furthermore, even corrected stability coefficients decline with time and are affected by the age at first measurement. For example, corrected 30-year stability coefficients for 15 factor scales of the Minnesota Multiphasic Personality Inventory (MMPI) ranged from -.20 to .81 (median = .47) for young adult males, compared with 30-year stability coefficients ranging from .14 to .97 (median = .72) for middle-aged males (Finn 1986).

HYPOTHESES

I test the following eight hypotheses in a meta-analysis of 206 personality stability coefficients reported in the literature on personality stability and change.

1. Studies by Costa and McCrae, the major proponents of personality stability theory, tend to find higher stability coefficients than studies by other researchers.
2. The big five NEO personality traits tend to be more stable over time than other aspects of personality.
3. Single aspects of personality tend to change more than overall personality.
4. Personality stability tends to be higher in studies that use self-report instruments than in those which use outside raters.
5. The longer the retest interval, the smaller the stability coefficient is likely to be.
6. The lower the age at first measurement, the smaller the stability coefficient tends to be.
7. According to McCrae and Costa (1982), the effect of age at first measurement on personality stability should become insignificant for stability coefficients when the initial assessment is made at age 30 or above.
8. Because of relatively strong gender norms and expectations, women's personalities tend to be relatively stable during the early years of life but become less stable later in life, when women have the chance to discover their "true" selves. By contrast, men's personalities are expected to be relatively stable after age 30. This gender difference in personality stability becomes more pronounced with the length of the retest interval. I test this hypothesis by including an interaction effect: gender x age at first measurement x length of retest interval.

METHOD

Procedure

An extensive search of the literature on personality stability and change produced 206 uncorrected rank-order stability coefficients of self-reported personality measures or personality ratings by spouses, peers, or trained raters. The goal of the literature search was to obtain studies that varied widely in measurement instrument, retest interval, and age at first measurement. The

---

1 Tables listing the range and median of the stability coefficients for each study by length of retest interval, age at first measurement, and respondents' gender are available from the author.
meta-analysis included only studies that reported stability coefficients of personality scales or higher-order personality factors rather than stability coefficients of individual items or personal opinions: personality scales, factors, and higher-order factors tend to be more reliable than individual items.

Measures

Reetest stability. The dependent variable consists of the uncorrected personality stability coefficients (i.e., the retest correlation between personality instruments at time 1 and time 2) reported in the literature. I did not take measurement error into account in this meta-analysis because only a small number of studies reported corrected stability coefficients, and because the method of computing the corrected coefficients was not identical across studies. Furthermore, to reduce the effect of outliers, I used only the median stability coefficient for each personality instrument in the analyses.

Retest correlations for the five NEO scales were given sometimes as the retest correlations of the five domains and sometimes as the retest correlations of the individual aspects. To be consistent across studies and to give equal weight to the five domains, I calculated the median correlation of the individual aspects for each domain, if only aspects were available, before determining the median retest correlation of the NEO scales. This approach to measuring change is rather conservative because variability in the stability of individual aspects of personality is ignored. Diener and Larsen (1984), however, recommend the use of aggregated data to average out random and situational effects.

Measurement instrument. I constructed four variables to assess the effect of the measurement instrument: studies by Costa and McCrae (1 = yes; 0 = no), NEO scales (1 = one or more of the big five; 0 = none), self-reported personality\(^2\) (1 = self-reports; 0 = external raters), and single personality aspect (1 = yes; 0 = no).

Only very few stability coefficients in the meta-analysis stem from the NEO five-factor inventory developed by Costa and McCrae (1992). Many researchers, however, find parallels to the big five traits in other measurement instruments. Whenever the author or authors of a particular study identified one or more of the NEO traits in their measurement instrument, I divided the instrument into NEO and non-NEO scales, if appropriate, and analyzed the stability coefficients separately for these scales. I also kept this classification consistent across studies. If I encountered different classifications, I gave precedence to classifications made by Costa and McCrae, the authors of the NEO scales, over alternative classifications.

Single personality aspects are defined as single scales that assess only one aspect of personality. Some of these measures, such as locus of control, may be considered multidimensional. Yet if the author or authors reported only one retest correlation per time interval, I treated the measure as a single aspect of personality because it was not possible to calculate the median retest correlation across different dimensions and hence to reduce the influence of outliers.

Retest interval. Only studies with a minimum retest interval of one year were included in the meta-analysis.

Initial age. I set the minimum age at first measurement at 11 years because personality tests of younger age groups may be less reliable (Moss and Susman 1980). When mean or median age was not reported, I used the midpoint of the initial age range in the analyses.

Gender. Gender was coded as 1 (female) and 0 (male). For studies that did not report separate stability coefficients for women and for men, I coded gender as .5.

Analysis

I first performed multiple regression analyses with the complete data. To examine whether the effect of age at first measurement becomes insignificant if the respondent's initial age is 30 or above, I repeated the analyses for studies with an average initial age below 30 and compared the results with

---

\(^2\) The number of spouse and peer ratings was too small to be included as a separate independent variable. The analysis results remained virtually the same, however, if self-report, spouse, and peer ratings were combined and compared with ratings by clinicians and trained raters.
those for studies with an average initial age of 30 and above. One must be aware that the stability coefficients are not necessarily independent of each other. Studies employing more than one personality instrument and more than two measurement points produced several stability coefficients, and different studies sometimes used the same samples in their analyses. Yet the inclusion of these stability coefficients in the meta-analysis allows one to test for a change in personality stability over different retest intervals.

RESULTS

Descriptive Statistics

The mean uncorrected stability coefficient is .55. Fourteen percent of the stability coefficients stem from studies by Costa, McCrae, and colleagues, 53 percent represent one or several of the five NEO traits, 28 percent refer to single aspects of personality, almost 80 percent are based on self-ratings, and 51 percent and 32 percent of the stability coefficients derive respectively from male and female (sub)samples. The mean retest interval is 9.6 years; the average age at first measurement is 32.6 years. In view of these statistics, the selected studies and stability coefficients can be considered representative of the literature on personality stability and change.

Multiple Regression Analyses

The first four columns of Table 1 display the unstandardized and standardized multiple OLS regression coefficients of two hierarchical models with all stability coefficients included in the analyses. The results of Model 1 (without the quadratic term) support Hypotheses 1, 2, 3, 5, and 6. Studies by Costa and McCrae tend to find higher stability coefficients than do studies conducted by other researchers (Hypothesis 1). NEO scales tend to produce higher stability coefficients than do other scales (Hypothesis 2); single scales tend to produce lower stability coefficients (Hypothesis 3). The longer the retest interval (Hypothesis 5) and the lower the age at first measurement (Hypothesis 6), the smaller the stability coefficient is likely to be. Hypothesis 4, however, is rejected: self-reports do not result in significantly higher stability coefficients than those based on external raters. The variables included in Model 1 explain half of the variation in the size of the stability coefficient.

Model 2 tests whether the effect of initial age may be curvilinear by including the quadratic term of initial age. As this model shows, the quadratic effect is statistically significant. Because the quadratic term is negative, the relationship between initial age and personality stability takes the form of an inverted U-curve: personality stability first tends to increase with advancing age at first

<table>
<thead>
<tr>
<th>Predictor Variables</th>
<th>All Stability Coefficients</th>
<th>Initial Age &lt; 30</th>
<th>Initial Age ≥ 30</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
</tr>
<tr>
<td></td>
<td>b</td>
<td>beta</td>
<td>b</td>
</tr>
<tr>
<td>Costa and McCrae Study</td>
<td>.143***</td>
<td>.36</td>
<td>.150***</td>
</tr>
<tr>
<td>NEO Scale(s)</td>
<td>.042**</td>
<td>.15</td>
<td>.038**</td>
</tr>
<tr>
<td>Single Personality Aspect</td>
<td>−.047**</td>
<td>−.15</td>
<td>−.053**</td>
</tr>
<tr>
<td>Self-Reports</td>
<td>.020</td>
<td>.06</td>
<td>.016</td>
</tr>
<tr>
<td>Retest Interval</td>
<td>−.007***</td>
<td>−.45</td>
<td>−.008***</td>
</tr>
<tr>
<td>Initial Age</td>
<td>.002***</td>
<td>.19</td>
<td>.007***</td>
</tr>
<tr>
<td>Gender (1=Female)</td>
<td>−.007</td>
<td>−.02</td>
<td>−.010</td>
</tr>
</tbody>
</table>

Interaction Effect

(Initial Age)² | −.0007** | −.70 | −.00027*** | −2.21 |

Adjusted R² | .50 | .52 | .31 | .61 |

R² change* | .016** | .063*** |

* R² change is due to the inclusion of the interaction effect.
+ p < .10; * p ≤ .05; ** p ≤ .01; *** p ≤ .001 (two-tailed tests)
measurement, and then to decline again. The predicted turning point comes at an initial assessment age of about 50 years.

In an additional model (not shown) I examined whether the interaction between gender, age at first measurement, and retest interval is statistically significant (Hypothesis 8). To test this three-way interaction effect, I included all corresponding two-way interaction effects in the analysis. None of the interaction effects are statistically significant, however. Additional analyses reveal that none of the two-way interaction effects reach statistical significance if they are included separately in the model. Hence Hypothesis 8 is rejected.

According to McCrae and Costa (1982), personality at age 30 remains relatively stable until the end of a person's life. Hence Hypothesis 7 states that the effect of age at first measurement should become insignificant if one considers only those stability coefficients which are based on an initial assessment age of 30 or above. To test this hypothesis, I divided all stability coefficients by age at first measurement. Model 3 shows the analysis results of the group with an average initial assessment age below 30. The results basically replicate the findings shown in Model 1, except that none of the studies by Costa and McCrae included participants with an average age below 30 at first measurement. Overall the variables in Model 3 explain 31 percent of the variation in the size of the stability coefficient.

Model 4, which includes only stability coefficients with an average initial assessment age of 30 and above, tests Hypothesis 7. Contrary to this hypothesis, the effect of initial age remains statistically significant. In fact, Model 4 is basically a replication of Model 2. With an increase in age at first measurement, personality stability tends first to increase (up to about age 50) and then to decrease again. In addition, the positive effect of self-reports on personality stability becomes statistically significant. Taken together, the variables included in Model 4 explain 61 percent of the variation in the size of the stability coefficient.

In Model 4, two of the standardized coefficients exceed the permissible value of ±1 because of the high multicollinearity between the quadratic term and the corresponding main effect of initial age; this is a common problem in the analysis of interaction effects in relatively small samples. Hence the interpretation of the standardized effects is less meaningful for Model 4 than the interpretation of the unstandardized effects.

DISCUSSION AND CONCLUSIONS

According to Costa and McCrae (1997), personality remains stable across the adult life course. A genetically based personality that cannot be changed, however, justifies the status quo: if people are "born that way" (e.g., shy, neurotic, extraverted), their position in society is less an accomplishment than a birthright. Yet this viewpoint contradicts sociological research on the reciprocal relationship between the person and the environment, and on the influence of childhood and adulthood socialization (Moen et al. 1995; Mortimer and Simmons 1978).

As this meta-analysis has shown, the issue is far from being settled. In fact, the analyses indicate that personality can change over the course of a person's life, particularly if age at first measurement is low or over 50, if the retest interval is large, if individual personality aspects rather than the overall personality are considered, and if personality aspects other than the big five NEO traits are assessed. Studies conducted by researchers other than Costa, McCrae, and colleagues also tend to find more evidence for personality change. Costa, McCrae, and colleagues are more likely to measure NEO personality traits, to assess a person's overall personality rather than a single aspect, and to recruit respondents with an average age above 30 at initial assessment; all of these factors tend to increase the size of the retest coefficient. Yet even with controls for these variables, studies by these authors still tend to produce higher stability coefficients than studies performed by other researchers.

The reason for this phenomenon may lie in the nature of the samples. Costa, McCrae, and colleagues tend to use members of the Baltimore Longitudinal Study of Aging (BLSA) for their analyses. The BLSA participants are primarily white, community-dwelling volunteers who agreed to repeated
biomedical and psychological testing and who tend to be relatively high in socioeconomic status (e.g., Costa and McCrae 1988). Although longitudinal studies are rarely representative of the population at large, primarily because of sample attrition and often because of geographical restrictions as well, the fact that BLSA participants were required in advance to commit to the study for a long period may have attracted individuals with more stable personality characteristics than in the general population. By contrast, many of the members of other longitudinal studies in the meta-analysis were contacted at later points and did not commit themselves in advance to the follow-up research. It may be interesting to explore this issue further by comparing the personality profiles of the BLSA participants with those of participants in other longitudinal studies conducted at approximately the same time and with the same age group.

The finding that personality stability first tends to increase with advancing age at first assessment and then to decline when the initial age is over 50 corroborates research by Field and Millsap (1991), who detect evidence for personality changes among old-old (ages 74–84) and oldest-old (ages 85–93) adults. Age 50 often coincides with career consolidation and the “empty nest” phase. In terms of Erikson’s (1982) stage model, it is the phase between generativity versus stagnation and integrity versus despair. In the family sphere, the children often have left the house and may have started their own families; in the occupational sphere, major career goals have been either reached or abandoned. Most individuals are still in good physical and mental health, but they also recognize the first signs of old age. Thus, for some people, moving past age 50 may provide not only the opportunity, due to reduced family obligations, but also the incentive to take a renewed look at priorities and goals in life. This “soul searching” may result in a change in the social environment, which in turn may produce changes in the personality.

To be sure, personality is surprisingly stable for many people, especially if the overall personality is considered rather than individual characteristics or traits. Impressive examples include 30-year uncorrected retest coefficients between .47 (younger men) and .59 (older men) for NEO scales based on the MMPI (Finn 1986) and 46-year retest coefficients between .22 (women) and .31 (men) for NEO scales based on the California Q-sort (Haan et al. 1986). The latter finding is even more remarkable because the participants were teenagers at the time of initial testing. Certainly, personality at age 30 or even at age 11 may be a good predictor of some people’s personalities at age 80 (McCrae and Costa 1982). Correlations between .59 and .22, however, also mean that 65 percent to 95 percent of the variation in personality remains unexplained for these respondents. We find considerable room for change, which can hardly be explained by measurement error alone (Mortimer et al. 1982).

A limitation of this meta-analysis is that the studies do not provide sufficient information on stability and change in the social environment to permit analysis of its effect on personality development. Therefore I offer the following suggestions for future research.

First, ideally, it would be most promising to study personality before and after unexpected, drastic changes in people’s social environments, particularly those which conflict with their existing personality dispositions (Caspi 1993; Stokes et al. 1989). Unemployment, a terminal illness, incarceration, natural disasters, or sudden political or economic upheaval tend to force individuals to adapt to an environment that they did not select and that may be difficult to shape and transform in accordance with their personality characteristics. Under those circumstances, successful adaptation indeed may require a change in the individual’s personality. Unfortunately it is generally not known when these unexpected changes in the social environment will occur; therefore studies of this kind will require a large budget to follow a diverse segment of society over a long period.

Second, another promising avenue may be to examine personality stability and change before and after planned voluntary or involuntary changes in the social environment, such as relocation, immigration, alcohol and drug rehabilitation, marriage, divorce, and childbearing. Because these
changes are planned, researchers could seek out respondents who have indicated that they are likely to undergo such changes in the near future, and then could follow up later.

Third, cumulative, gradual personality and environmental changes that occur over long periods also need to be studied (Ormel and Rijssdijk 2000). For short periods, the interaction between person and environment is likely to work in favor of continuity rather than change in personality unless the environment changes drastically (Caspi 1993). This does not imply, however, that traits are unchangeable or that they are due solely to genetic factors (Hertzog and Nesselroade 1987). Gradual but cumulative changes in the social environment are likely to lead to gradual but cumulative changes in the personality, and vice versa. For example, studies by Helson and colleagues (Helson and Moane 1987; Helson and Picano 1990; Helson and Wink 1992) document women’s diverse developmental pathways over the life course and the consequences for their personalities. Although we find no evidence for a gender effect or a gender interaction effect in this meta-analysis, it is possible that gender differences do not follow a simple overall pattern. Moreover, the analyses do not take cohort effects into account because the information is incomplete. It is likely, however, that gender and other personality effects vary across cohorts that are exposed to different social environments (Alwin 1995; Elder 1994; Stevens and Truss 1985).

Fourth, to take measurement error into account and to distinguish between a trait and a state model of personality development, we must design longitudinal studies with more than two measurement points and must apply more sophisticated analysis techniques than simple mean-level comparisons or retest correlations (Jones and Meredith 1996; Ormel and Rijssdijk 2000). Techniques such as latent growth curve analysis or the analysis of stability in personality patterns also can distinguish between average and individual change (Asendorpf 1992; Stokes et al. 1989). Even if continuity of personality is relatively high on average, studies typically find wide variation in the degree of personality stability and change across individuals and over time (Alwin 1995).

Fifth, we know surprisingly little about personality development among nonwhites. Almost all of the longitudinal studies reported in the current meta-analysis contain predominantly white respondents. Future studies must examine whether the same mechanisms for personality stability and change are valid for all ethnic and racial groups.

Past research has indicated that people are capable of personality change and growth, depending on their social environment and their personal motivation. Sociologists in particular understand the reciprocal relationship between the social environment and personality. Yet they rarely seem to challenge the claim by Costa, McCrae, and colleagues that personality is inherited and stable during the adult years. The reason may be twofold: first, sociologists are less interested in personality traits than in self-concepts, social roles, and relationships; and second, sociologists who study the influence of the social environment on personality development over time often do not report stability coefficients. A review of stability coefficients, therefore, may create the impression that personality is more stable than it actually is.

In summary, continuity and change in personality cannot be studied without simultaneously considering the continuities and changes in social environment and the reciprocal effects between an individual’s personality, social environment, and experiences (Alwin 1995; Mortimer et al. 1982). Researchers must conduct in-depth analyses that track changes both in the person and in the social environment to examine the circumstances under which personality tends to be stable or to change. The stress-related growth perspective (Park et al. 1996) and the life course paradigm (Elder 1994; Elder and O’Rand 1995), with its mechanisms linking individuals to their social environment, offer promising theoretical frameworks for this endeavor.

REFERENCES


Haan, Norma, Roger Millsap, and Elizabeth Hartka. 1986. “As Time Goes By: Change
and Stability in Personality Over Fifty Years.” *Psychology and Aging* 1:220–32.


Monika Ardelt is Assistant Professor of Sociology at the University of Florida and a 1999 Brookdale National Fellow. Her research focuses on successful human development throughout the life course and the relationship between wisdom, aging well, and dying well. She has also developed a standardized wisdom scale for use in self-administered surveys of older populations. Recent publications include “Antecedents and Effects of Wisdom in Old Age: A Longitudinal Perspective on Aging Well” (Research on Aging, 2000) and “Intellectual Versus Wisdom-Related Knowledge: The Case for a Different Kind of Learning in the Later Years of Life” (Educational Gerontology, 2000).