A Bayesian network to predict coastal vulnerability to sea level rise
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Sea level rise during the 21st century will have a wide range of effects on coastal environments, human development, and infrastructure in coastal areas. The broad range of complex factors influencing coastal systems contributes to large uncertainties in predicting long-term sea level rise impacts. Here we explore and demonstrate the capabilities of a Bayesian network (BN) to predict long-term shoreline change associated with sea level rise and make quantitative assessments of prediction uncertainty. A BN is used to define relationships between driving forces, geologic constraints, and coastal response for the U.S. Atlantic coast that include observations of local rates of relative sea level rise, wave height, tide range, geomorphic classification, coastal slope, and shoreline change rate. The BN is used to make probabilistic predictions of shoreline retreat in response to different future sea level rise rates. Results demonstrate that the probability of shoreline retreat increases with higher rates of sea level rise. Where more specific information is included, the probability of shoreline change increases in a number of cases, indicating more confident predictions. A hindcast evaluation of the BN indicates that the network correctly predicts 71% of the cases. Evaluation of the results using Brier skill and log likelihood ratio scores indicates that the network provides shoreline change predictions that are better than the prior probability. Shoreline change outcomes indicating stability (−1 < rate < 1 m/yr) or erosion (rate < −1 m/yr) tend to occur for two sets of input scenarios. Stable shoreline change rates occur mainly for low rates of relative sea level rise and occur in low-vulnerability geomorphic settings. Rates indicating erosion result for cases where the rate of relative sea level rise is high and moderate-to-high vulnerability geomorphic settings occur. In contrast, accretion (rate > 1 m/yr) was not well predicted. We find that BNs can assimilate important factors contributing to coastal change in response to sea level rise and can make quantitative, probabilistic predictions that can be applied to coastal management decisions.


1. Introduction

Sea level rise is a major climate change impact that will have a wide range of effects on coastal environments [Douglas, 2001; Solomon et al., 2007; FitzGerald et al., 2008]. During the 21st century, the rate of sea level rise is projected to be several times higher than that measured over the past century [Meethl et al., 2007; Rahmstorf, 2007]. Recent projections suggest that sea level may be ~0.6–1.5 m higher than present by 2100 [Rahmstorf, 2007; Horton et al., 2008; Jevrejeva et al., 2010], and ~2 m higher only under extreme scenarios [Pfeffer et al., 2008; Vermeer and Rahmstorf, 2009; Grinsted et al., 2010]. There will also be substantial global and regional variations in relative sea level change, both positive and negative, due to a range of geophysical, gravitational, and oceanographic processes [Peltier, 1994; Bamber et al., 2009; Hu et al., 2009; Milne et al., 2009; Mitrovica et al., 2009; Yin et al., 2009].

Sea level rise impacts will be widespread and include land loss from coastal erosion and inundation; migration of coastal landforms; increased frequency, duration and elevation of storm-surge flooding; wetland loss; and changes in coastal aquifer hydrology. There will be far reaching impacts on human populations [McGranahan et al., 2007; Nicholls et al., 2007]. Human infrastructure and development in the coastal zone can also exacerbate the impact to natural systems [Nicholls et al., 2007]. Consequently, there is a long-recognized need to predict long-term sea level rise impacts to make coastal management decisions [Titus et al., 2009].

Previous efforts to assess the impact of sea level rise on coastal erosion and inundation include both quantitative and qualitative approaches. Quantitative approaches have attempted to measure the amount of land below the elevation of specific sea level rise scenarios using a “bathtub” approach wherein an elevation data set is intersected with a raised sea level [e.g., Schneider and Chen, 1980; Smith and Tirpak, 1989; Najjar et al., 2000; Titus and Richman, 2001; McGranahan et al., 2007]. This method provides a crude estimate of the potential extent of land that could be vulner-
able to sea level rise. However, there are large uncertainties using this approach that are related to technical limitations in the topographic data [Gesch et al., 2009; Gesch, 2009], as well as the inability to take into account dynamic processes such as coastal erosion and deposition, landform migration, and wetland accretion [Cahoon et al., 2009; Gutierrez et al., 2009].

[5] Other quantitative approaches estimate the extent of coastal erosion [e.g., Gornitz et al., 2001] and sometimes couple this with the potential for inundation [Kana et al., 1984; Leatherman, 1984]. These methods often rely on simple calculations such as the Bruun Rule [Bruun, 1962; Gornitz et al., 2001] and/or shoreline change rate extrapolations. Both methods rely on assumptions, such as existence of an equilibrium beach profile, and/or uniform alongshore sediment transport, that may be inaccurate [e.g., Pilkey and Davis, 1987; Carter and Woodroffe, 1994; Thieler et al., 2000; Cooper and Pilkey, 2004]. More recent coastal landform modeling efforts incorporate a range of information about the underlying geology, hydrodynamic characteristics, and coastal sediment budget [Cowell et al., 1995; Stolper et al., 2005; McNamara and Werner, 2008; Masetti et al., 2008]. Alternatively, coastal vulnerability indices allow users integrate a number of parameters that can be ranked and combined into a risk index as a measure of potential for a sea level rise impact [Gornitz and Kancriuk, 1989; Shaw et al., 1998; Thieler and Hammar-Klose, 1999; Pendleton et al., 2010; Abuodha and Woodroffe, 2010], but the results of these indices are not readily translated into a quantifiable impact.

[6] As noted in some sea level rise impact assessments, there is a great deal of uncertainty associated with climate change itself [e.g., Nicholls et al., 2007], as well as uncertainties in predicting coastal response even if sea level rise was perfectly predictable [Ramasinghe and Stive, 2009]. In particular, many of the predictive approaches that have been used do not specifically address uncertainties. Some fraction of uncertainty in predicting the coastal response to sea level rise is unavoidable. Relatively few researchers have explored probabilistic approaches to manage uncertainty associated with assessments evaluating long-term shoreline change in response to sea level rise [Cowell and Zeng, 2003; Cowell et al., 2006]. As is abundantly clear from Intergovernmental Panel on Climate Change (IPCC) assessments [e.g., Houghton et al., 2001; Solomon et al., 2007] and studies of climate change decision making [National Research Council (NRC), 2009, 2010], communication of this uncertainty is an absolute requirement in order to apply existing scientific knowledge to critical coastal environmental and societal management problems. There is a critical need to develop an improved capability for sea level rise impact assessment and to communicate information in a way that explicitly addresses uncertainty [Tribbia and Moser, 2008; NRC, 2009].

[7] In this paper, we develop a Bayesian network (BN) to describe quantitatively the probability of different shoreline change rates given knowledge of several factors that define a particular shoreline setting. The BN–based approach differs from other approaches that have been applied to this problem in the past which rely on simple models to calculate shoreline change resulting from sea level rise constrained by strict assumptions [Bruun, 1962] or estimation of straight forward statistical relationships using strict criteria to subsample data sets to isolate observations where it is assumed that long-term sea level rise is the dominant factor contributing to shoreline change [Zhang et al., 2004]. The BN approach provides a framework for applying Bayes’ rule [Bayes, 1763; Jensen and Nielsen, 2007] which allows users to evaluate the probability of a specific outcome based on causal relationships between a wider range of variables deemed important by users. This approach has been used in the artificial intelligence, medical, and ecological communities for at least a decade to evaluate and translate scientific information and/or expert judgments into probabilistic terms (see review by Berger [2000]). In the earth sciences, BNs have been used to address ecological questions [Borsuk et al., 2004; McCann et al., 2006; Pollino et al., 2007; Ticehurst et al., 2007; Wilson et al., 2008], volcanic risks [Aspinall et al., 2003]; and science and management of hydrologic systems [Castelletti and Soncin-Sessa, 2007a, 2007b; Martin de Santa Olalla et al., 2007; Mount and Stott, 2008]. The BN approach is also useful because it facilitates participation between scientists and stakeholders when applied to management issues [Henriksen et al., 2007].

[8] We use an existing data set that was compiled to evaluate potential sea level rise vulnerability for the Atlantic coast of the United States for our development and application of a BN [Thieler and Hammar-Klose, 1999, hereafter THK99]. The THK99 data set consists of long-term relative sea level rise, long-term shoreline change rates, mean wave height, mean tidal range, the geomorphic setting, and coastal slope. Because the relative sea level rise and long-term shoreline change data consist of measurements spanning several decades to a century or more, we focus on long-term shoreline change rates as opposed to those related to individual storms. Our objective is to evaluate whether long-term shoreline changes (50–100 years) can be predicted based on knowledge of long-term average forcing conditions (50–100 years) and boundary conditions.

[9] In section 2, we review the Bayesian approach, our implementation of a BN, and the data used in our analysis. Section 3 presents the results using the BN to describe the prior probability of shoreline change, which in our case reflects the probability of shoreline change considering all the information in the data set. In addition, the results of a hindcast comparison and skill test of observed and predicted shoreline change rates are reviewed. Section 3 also evaluates how the predicted probability of shoreline change depends on the degree of knowledge of the input variables. In particular, we evaluate how the probability of shoreline change varies in response to the selection of specific sea level rise scenarios. Section 4 discusses the implication of the results, the potential sources of error, and the benefits and limitations of this approach. Section 5 summarizes our conclusions.

2. Methods

[10] We use a BN to examine the probabilities of long-term shoreline change given knowledge of several variables in the THK99 data set described in section 2.2 [Thieler and Hammar-Klose, 1999; Hammar-Klose and Thieler, 2001] that are expected to influence long-term shoreline change. The implied model is

\[
R(\bar{x}, t) = \text{funct.} \left[ S(\bar{x}, t), W(\bar{x}, t), T(\bar{x}, t), G(\bar{x}, t), \beta(\bar{x}, t) \right],
\]

(1)
where \( R \) is the long-term shoreline change rate and depends on spatial location vector \( x \) (i.e., latitude and longitude) and time. The shoreline change rate response is assumed to depend on long-term (≈50–100 years) averaged values of the rate of relative sea level rise (\( S \)), mean wave height (\( W \)), tidal range (\( T \)), geomorphic setting (\( G \)), and coastal slope (\( \beta \)). Our implicit consideration of long-term processes means that the time variable resolves slow variations in the system such as climate change and the geomorphic response. The slope term captures large-scale landscape evolution over much longer time scales (hundreds to thousands of years). Our hypothesis is that the functional relationship can be learned from a historical data set and cast in terms of a probabilistic estimate in the form

\[
p(R|\{S, W, T, G, \beta\}) = \text{funct.}[p(S, W, T, G, \beta)]. \tag{2}
\]

That is, the conditional probability distribution of the shoreline change response to a particular set of inputs can be obtained from the joint probability of the historical observations. The functional equation is derived using Bayes’ theorem and using a BN informed by the six variables in the THK99 data set.

### 2.1. Construction of a Bayesian Network

Bayesian networks are an application of Bayes’ theorem that relates the probability of one event \( R \) given the occurrence of another event \( O \) [Bayes, 1763; Gelman et al., 2004]:

\[
p(R|O) = \frac{p(O|R) \cdot p(R)}{p(O)}. \tag{3}
\]

Here, the left-hand side of equation (3) is the conditional probability of a particular response, \( R \), given a set of observations \( O \). A particular response might include the joint occurrence of a particular rate of sea level rise and a particular rate of shoreline change. The \( j \)th response scenario is just one of a finite number of such scenarios that can be considered. Likewise, the \( j \)th observation set represents one of many possible observations sets. The first term in the numerator of the right hand side of the equation is the likelihood of the observations if the response is known. In essence, this term indicates the strength of the correlation between observation and response. The correlation is high if the observations are accurate (i.e., low observational uncertainty) and if the particular response variables are actually sensitive to the observed variables. The second term in the numerator is the prior probability of the response. That is, it is the probability of a particular response integrated over all expected observation scenarios. In our application, this represents a historical “climatology” that lacks geographic and temporal specificity. The denominator is a normalization factor to account for the likelihood of the observations.

BNs combine Bayes’ rule with graphical models of a system, such as physical or biological systems [Cowell, 1999; Heckerman, 1999; Jensen and Nielsen, 2007; Mount and Stott, 2008]. We used the Netica software package (Norsys, Netica v. 4.09, www.norsys.com) to construct a BN for the THK99 data, assuming simple causal relationships between the six different variables to construct the BN (Figure 1). The six variables, often referred to as decision nodes in a BN, are divided into three categories: driving forces, geological boundary conditions, and a response variable that is used as a vulnerability indicator. The relative sea level rise rate, wave height, and tidal range are considered driving forces. The geomorphic setting and coastal slope are considered geological boundary conditions. We used shoreline change rate as the response variable. Each node (i.e., variable) is resolved by five classes corresponding to risk categories.

### Table 1. Variables Used in the BN\(^a\)

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geomorphology(^b)</td>
<td>very low risk rocky,</td>
<td>low-risk medium cliffs,</td>
<td>moderate risk low cliffs,</td>
<td>high-risk cobble beaches,</td>
<td>very high risk barrier beaches,</td>
</tr>
<tr>
<td></td>
<td>clffed coasts, fjords</td>
<td>indented coasts</td>
<td>glacial drift, alluvial plains</td>
<td>estuarine and lagoonal coasts</td>
<td>sand beaches, salt marsh,</td>
</tr>
<tr>
<td>Shoreline change (m/yr)</td>
<td>&gt;2.0</td>
<td>1.0–2.0</td>
<td>−1.0–1.0</td>
<td>−2.0–1.0</td>
<td>&lt;2.0</td>
</tr>
<tr>
<td>Coastal slope (%)</td>
<td>&gt;0.2</td>
<td>0.2–0.07</td>
<td>0.07–0.04</td>
<td>0.04–0.025</td>
<td>&lt;0.025</td>
</tr>
<tr>
<td>Relative sea level change (mm/yr)</td>
<td>&lt;1.8</td>
<td>1.8–2.5</td>
<td>2.5–2.95</td>
<td>2.95–3.16</td>
<td>&gt;3.16</td>
</tr>
<tr>
<td>Mean wave height (m)</td>
<td>&lt;0.55</td>
<td>0.55–0.85</td>
<td>0.85–1.05</td>
<td>1.05–1.25</td>
<td>&gt;1.25</td>
</tr>
<tr>
<td>Mean tidal range (m)</td>
<td>&gt;6.0</td>
<td>4.1–6.0</td>
<td>2.0–4.0</td>
<td>1.0–1.9</td>
<td>&lt;1.0</td>
</tr>
</tbody>
</table>

\(^a\)The numbers 1–5 are the binned values.

\(^b\)The ordinal ranking for geomorphology is based on the sea level rise vulnerability classification used by THK99.
defined in THK99 (see Table 1). Table 2 shows the distribution of the data in each of the five classes.

In Figure 1, the arrows linking the driving forces and the boundary conditions represent our understanding of how these variables influence the shoreline change rate and one another. Although there are quantitative methods that can be used to define an optimal network structure for a BN [e.g., Jensen and Nielsen, 2007], network structure is a matter of judgment that strives to achieve a network that reflects expert knowledge, efficient performance of the network, and stakeholder needs [Martin de Santa Olalla et al., 2007; Marcot et al., 2006]. We designed this network to ensure that the BN structure reflects our understanding of how the variables influence long-term shoreline change. Thus, the BN structure that we use represents our hypothesis, which will be tested with the available data.

2.2. The THK99 Data Set

The six variables used in THK99 are defined for 5 km segments of the shoreline for the coastlines of the continental United States (Figure 2 and Table 1). The THK99 data were originally gridded to a shoreline data layer at ~5 km resolution that included inland coastal waterways. For this study, we focused on the U.S. Atlantic coast and removed data points for inland waterways where no shoreline change data were available and to match the original extent of shoreline change data from Dolan et al. [1985], which form much of the basis for the long-term shoreline change rates in THK99. The input data comprise the ocean facing shores of the U.S. Atlantic coast from the Canadian border to Key West, Florida, and portions of Chesapeake and Delaware bays. The resulting BN predictions are applicable to the same spatial scale as the input. The BN resolves the values of the data according to the same divisions used in THK99 (Tables 1 and 2). As a result of the removal of inland waterways, our network is not trained on data having very high tidal range and very low wave height. Initial experiments indicated that retaining these divisions does not affect the accuracy of network outputs, so we retain these possible states for consistency and because they are a negligible computational burden. The variables are described briefly below and explained in detail in THK99 and Table 1.

Relative sea level rise rate is computed by fitting a linear trend to National Ocean Service (NOS) long-term (50–100+ years) tide gauge observations and interpolating alongshore between stations. In the BN used here, the sea level rise rate is assumed to exert an influence on the geomorphic setting and the shoreline change rate.

Mean wave height is computed from U.S. Army Corps of Engineers Wave Information Studies (WIS) hindcast data [Hubertz et al., 1996] and interpolated alongshore between WIS stations. Wave height reflects the wave climatology and potential sediment transport in a particular area and is assumed to influence the geomorphic setting and the shoreline change rate.

Mean tidal range is computed from NOS tide gauges and interpolated alongshore between stations. Tidal range influences the characteristics of coastal landforms such as barrier islands [Hayes, 1979]. THK99 and Morton [2003] also point out that where storm surges may occur, regions with low tidal range can experience higher potential for inundation and consequently greater risk of dune breaching than areas with a higher tidal range. The tidal range is assumed to influence the geomorphic setting and the shoreline change rate.

Geomorphic setting is based on an ordinal sea level rise vulnerability classification by Gornitz and Kanciruk [1989] and modified by THK99 to include division of
barrier islands into transgressive and regressive types [Nummedal, 1983]. Coastal landforms develop as a result of the interaction of many factors. It is assumed that the sea level rise rate, mean wave height, mean tidal range, and coastal slope all contribute to the development of a given coastal landform that can be identified as a distinct geomorphic setting, and that the geomorphic setting influences the shoreline change rate. Simplifying the THK99 definitions in this paper, geomorphic settings 1 and 2 are referred to as very low and low vulnerability settings, settings 3 and 5 are high and very high vulnerability settings, respectively (Table 1).

Coastal slope is computed from gridded National Geophysical Data Center and U.S. Navy topographic and bathymetric elevation data extending approximately 50 km landward and seaward of the local shoreline. Coastal slope is a measure of the gradient of the substrate on which the local geomorphology has formed and influences the development of coastal landforms in a region [Roy et al., 1994]. Coastal slope can also affect the shoreline change rate as shallow gradients can result in greater horizontal displacement per unit rise in sea level [Pilkey and Davis, 1987]. Coastal slope is assumed to influence the geomorphic setting and the shoreline change rate.

Shoreline change rate is a decadal- to centennial-scale historic rate of shoreline change based on data compiled by May et al. [1983] and Dolan et al. [1985] into the Coastal Erosion Information System (CEIS) [May et al., 1982] (Figure 2). The data in CEIS are drawn from a wide variety of sources, including published reports, historical shoreline change maps, field surveys and aerial photo analyses. However, the lack of a standard method among coastal scientists for analyzing shoreline changes [Morton and Miller, 2005] has resulted in the inclusion of data utilizing a variety of reference features, measurement techniques, and rate-of-change calculations. Thus, while CEIS represents the currently best available data for the entire Atlantic coast in a format amenable to this analysis, actual regional and local erosion rates may differ significantly [cf. May et al., 1983; Dolan et al., 1990]. We updated shoreline change data along the southern shore of Delaware Bay and the northern Chesapeake Bay with shoreline change rates from Dolan and Peatross [1992] due to possible gridding errors in the original THK99 data set. In the BN used here, the shoreline change rate is the response variable and is assumed to be influenced by the other variables in the network.

3. Results

[21] We examine several aspects of the BN, focusing on evaluating our hypothesis described by equation (2) and demonstrating BN capabilities. A key objective in our evaluation of updated predictions is to understand the increase in predictive power (or decrease in uncertainty) when additional information or constraints are used to update the network. In the following cases, we examine whether the probability of shoreline change rate is less than −1 m/yr (erosion), between −1 and 1 m/yr (stable or stability), or greater than 1 m/yr (accretion).

3.1. Prior Probabilities

[22] The prior probability distribution of the variables in the THK99 data set has a diverse range of conditions represented in the input data (Figure 3). The shoreline change rates (our vulnerability indicator) are shown in Figure 3f, with grey shading to indicate the erosion, stable, and accretion classifications defined above. In this case, the shoreline change rate probabilities can be thought of as a “climatological” average for the study area. The prior probability of a specific shoreline change rate, such as a rate indicating erosion, is simply the probability of this outcome considering all scenarios from the input data set. Here, the shoreline change outcome with the highest probability is erosion (P = 42.5%). In comparison, the probabilities that shoreline change rates indicate stability or accretion are 30.5% and 27%, respectively.

3.2. The Influence of Relative Sea Level Rise Rate on Shoreline Change Rate

[23] In this section, we explore several cases where we constrain the BN with specific relative sea level rise scenarios. These cases demonstrate how the posterior probability of shoreline change can change in comparison to the prior. Figure 4 illustrates the results of evaluating the posterior probability of erosion given a specified 100% probability that the rate of relative sea level rise is >3.16 mm/yr (Figure 4a). In comparison to the prior, the posterior probability of erosion increases to 57% while posterior probabilities indicating stability or accretion decrease to 18% and 25%, respectively (Figure 4f). The updated BN also allows us to identify the corresponding values of the other input variables that are associated with this scenario. In this case, the resulting probability distributions indicate the most probable mean wave height between 0.85 and 1.05 m, tidal range...
between 0 and 1 m, coastal slope between 0.04 and 0.07% and geomorphic setting of category 5 (high vulnerability).

The posterior probability of shoreline change under other input scenarios is shown in Figure 5. Figures 5a–5e show results where each category of sea level rise is specified as the only input. In general, the posterior probability of erosion increases as the rate of sea level rise increases. For the lowest two sea level rise categories, the probabilities of erosion are approximately 30% but increase to 56% and 57% for the highest two sea level rise categories. The posterior probability of a stable shoreline change rate decreases from 34 to 43% for the two lowest sea level rise categories, respectively, to 22% or less for the three highest sea level rise categories. In all cases, the posterior probability of accretion is 40% or less for each sea level rise category.

Other input variables in the BN can be constrained as well in an attempt to maximize the certainty of an outcome. Figures 5f–5j illustrate how selecting more specific conditions can result in higher probability predictions. Here the results of the same sea level cases shown in the left column, but all of the input variables are constrained so there is a 100% probability of the mean wave height between 0.85 and 1.05 m, a tidal range between 0 and 1 m, a slope between 0.04 and 0.07%, and a geomorphic classification of 4 (geomorphic risk classifications defined in section 2.2). The results show that the shoreline change posterior probabilities are near 100% for the two lowest sea level rise categories, respectively, to 22% or less for the three highest sea level rise categories. In all cases, the posterior probability of accretion is 40% or less for each sea level rise category.

Other input variables in the BN can be constrained as well in an attempt to maximize the certainty of an outcome. Figures 5f–5j illustrate how selecting more specific conditions can result in higher probability predictions. Here the results of the same sea level cases shown in the left column, but all of the input variables are constrained so there is a 100% probability of the mean wave height between 0.85 and 1.05 m, a tidal range between 0 and 1 m, a slope between 0.04 and 0.07%, and a geomorphic classification of 4 (geomorphic risk classifications defined in section 2.2). The results show that the shoreline change posterior probabilities are near 100% for the two lowest sea level rise categories, respectively, to 22% or less for the three highest sea level rise categories. In all cases, the posterior probability of accretion is 40% or less for each sea level rise category.

3.3. Bayesian Network Skill Assessment

We evaluate whether the network can reproduce the shoreline change observations used to train the model to test the utility of the BN. For example, if there are no systematic correlations between the network’s variables, then the best prediction for shoreline change is the prior prediction shown in Figure 3. This result is apparent from equation (3), when the first term in the numerator does not depend on the shoreline change rate, $R$. 

There are several possible approaches to assessing prediction skill when the prediction explicitly includes uncertainty. Generally, we wish to determine whether predictions are close to the observations with respect to the predicted uncertainty. Established metrics for this task include the Brier skill score [Brier, 1950] or, nearly equivalently, evaluating a log likelihood ratio [Weigend, 1994]. Both of these approaches are useful primarily for evaluating
the relative skill of several models, where a model that is both accurate (predictions are close to the observations) and precise (low uncertainty) receives a high score and models that are inaccurate, imprecise, or both receive lower scores. Similar approaches based on the Brier skill or log likelihood scores (which are themselves closely related) have been used previously for this purpose [e.g., Atger, 2004; Marcot et al., 2006; Barilic and Cornford, 2009]. In this paper, we present both Brier skill and log likelihood scores.

We compare the predictions from the BN to observed shoreline change rates for the initial part of our skill assessment. The predictions were produced by using the BN to generate posterior probability density functions (pdf) for the conditions at specific locations included in our data set. Using the output pdfs, we selected the bin center of the shoreline change rate pdf with the maximum probability, which is defined as

\[ R_{\text{max}} = \arg \max(p(R_i)), \]

where \( R_{\text{max}} \) can take on values of \(-13.5, -1.5, 0, 1.5, \) or \(16 \text{ m/yr} \), and \( \arg\max(p(x)) \) returns the value \( x \) that maximizes the discrete probability of the output pdf. These five values correspond to the centers of the five shoreline change rate bins specified in the BN (see Figure 3).

[29] Figure 6 shows a comparison of observed and predicted shoreline change outcomes \( R_{\text{max}} \) computed for each geographic location in the data set. Seventy-one percent of the observed rates occur in the same bin as the corresponding predicted rate with the highest posterior probability \( R_{\text{max}} \), which indicates a successful prediction (Figure 6, blue circles). Thirteen percent of the predictions fall in an adjacent bin, and the remaining 16% differ by two or more bins.

[30] We also evaluate how many of the shoreline change rates in the THK99 data set were predicted successfully with \( R_{\text{max}} \) probabilities equal to or exceeding 0.67 and 0.9 to demonstrate how results can be translated into established terminology. These probabilities correspond to the likely or very likely definitions of likelihood used by the IPCC and U.S. Climate Change Science Program [Solomon et al., 2007; Titus et al., 2009], respectively. For \( P \geq 0.67 \), there are 1303 data points. The most probable predicted shoreline change rate bin also contains the corresponding input shoreline change observation for 1150 data points (48% of the data). For \( P \geq 0.9 \), there are 787 data points. The observations occurred in the same bins as the corresponding predictions for 769 data points (32% of the data). Thus, in established likelihood terms nearly one half of the BN predicted outcome probabilities are high enough to be categorized as likely, and one third are high enough to be designated as very likely.

3.3.1. Brier Skill

[31] The Brier skill score [Brier, 1950], here modified so that a perfect score equals one and imperfect scores are less than one, is

\[ B = 1 - \frac{1}{N} \sum_i \sum_j \left( p_i(R_j) - \delta(R_j, O_i) \right)^2, \]

where \( p_i(R_j) \) denotes the predicted probability at the \( i \)th shoreline location of the \( j \)th shoreline change outcome (out of the five possible binned outcomes) and \( \delta(R_j, O_i) \) is the occurrence or “hit” of the observation, which, following Brier [1950] and others, is equal to one if the data falls in the range of the \( j \)th outcome and is zero otherwise. The number of geographic locations is given by \( N \). The Brier skill score measures the nearness of the predicted probabilities to the observed occurrence, averaged over all possible outcomes. Here, a perfect Brier score of 1 results if all of the predictions have 100% certainty in the range that matches the data.

[32] Overall, the Brier skill score for the most probable predicted shoreline change rates is 0.77 (Table 3). To understand how the skill score varies by the type of shoreline setting, we evaluate the skill scores by geomorphic setting. The highest skill scores are observed for settings with low vulnerability (1 and 2), where the scores are nearly 1. Geo-
morphic setting 1 (very low vulnerability) corresponds to steep, rocky coast where shoreline change is reliably predicted and observed to be stable. Lower skill but favorable scores are observed for moderate and higher vulnerability settings (3–5).

3.3.2. Log Likelihood Ratio

To measure the performance of the BN predictions relative to an alternative model also consisting of the prior probability, we compute the log likelihood ratio:

$$LR_i = \log p(O_i) - \log p_{\text{prior}}(O_i)$$

where $p(O_i)$ is the probabilistic prediction evaluated for the outcome that matches the observation and $p_{\text{prior}}(O_i)$ denotes the corresponding prior probability [Weigend, 1994]. A positive log likelihood ratio results if the likelihood of the updated prediction increases over the prior, indicating that the update is either more accurate (the distribution corresponds to the observation) or more certain (a narrower distribution) or both more accurate and more certain (Figure 7). A ratio exceeding one indicates a significant improvement in prediction. Log likelihood ratios less than zero indicate that the predicted outcome is worse than its prior probability. This can result from a case where the predicted outcome has a high probability but differs from actual outcome (e.g., incorrectly predicts erosion where stability was observed). Finally, the log likelihood ratios can be summed over all of the geographic locations ($N = 2378$) to give an overall score:

$$LR = \sum_i \log p(O_i) - \sum_i \log p_{\text{prior}}(O_i)$$

For the BN used here, the sum of the log likelihood ratios is 619 and indicates that the BN predictions are substantially better than the prior probability. Eighty–six percent of the individual log likelihood ratios were greater than zero but less than 1. The remaining 14% of the ratios were all less than zero.

We also compute the sum of the log likelihood ratio for a number of different cases by varying the number of input variables used in the BN. Figure 8 illustrates how the sum of the log likelihood ratio varies depending on the number and type of variables chosen. In general, the sum of the log likelihood ratio increases with the number of parameters used in the network. The results of this comparison show that all of the variables need to be included in the network to achieve the highest log likelihood ratio sum. This analysis shows that sea level rise is the most important variable for predicting shoreline erosion probabilities. And, for any choice of a limited set of input variables, those where sea level rise was specified resulted in the highest score. For one case, where the rate of sea level rise, wave height, tide range, and coastal slope are specified (i.e., we exclude geomorphic setting), the sum for these four variables is close to the sum of the log likelihood ratio calculated for the case where all five variables are specified. The other variables can be ranked by their impact on the likelihood ratio. However, it is clear that the joint correlations that are used to relate the variables to each other can combine multiple inputs to yield predictions that are far better than the sum of the individual contributions.

Table 3. Brier Skill Scores for Shoreline Change Rate Predictions Categorized for the Entire Data Set by Geomorphic Setting

<table>
<thead>
<tr>
<th>Category</th>
<th>$N$</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>All predictions</td>
<td>2378</td>
<td>0.77</td>
</tr>
<tr>
<td>Geomorphic setting 1</td>
<td>318</td>
<td>0.99</td>
</tr>
<tr>
<td>Geomorphic setting 2</td>
<td>54</td>
<td>0.96</td>
</tr>
<tr>
<td>Geomorphic setting 3</td>
<td>234</td>
<td>0.77</td>
</tr>
<tr>
<td>Geomorphic setting 4</td>
<td>414</td>
<td>0.77</td>
</tr>
<tr>
<td>Geomorphic setting 5</td>
<td>1358</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Figure 7. Comparison of (a) prior and (b) posterior probability density functions for shoreline change rates calculated for our BN. The posterior (or updated) case (Figure 7b) corresponds to the probability of shoreline change where the predicted rate coincides with the observed rate and thus results in a more accurate and more certain prediction. For this case, the log likelihood ratio is 0.39, indicating that the predicted posterior probability of shoreline change is an improvement over the prior probability.

Figure 8. Bar graph of the sum of the log likelihood ratio calculated for all combinations where 1–4 variables are chosen. The dashed line depicts the sum of this ratio (619) where all variables are specified.
3.3.3. Characteristics of Successful Predictions

The accuracy of the BN over a large number of prediction scenarios is presented in Figure 9, which shows where \( R_{\text{max}} \) (equation (4)) matched observed shoreline change rates or where it matched within one bin. The results in Figure 9 are displayed in three rows according to the predicted shoreline change rate. In each graph, the percentage of successful shoreline change predictions for each of the variable ranges is shown. The percentage is normalized by the overall number of cases for that category in the data set. For example, in Figure 9b the point farthest to the right specifies the number of correct erosion predictions where the geomorphic setting is 5 divided by the total number of cases where the geomorphic setting is 5 in the entire data set (and then multiplied by 100 to express as a percentage). Where erosion or stable shoreline change rates (Figures 9a–9e and 9f–9j, respectively) are successfully predicted, distinct differences exist in the input variables. Figures 9a–9e indicate that erosion is predicted for a high percentage of cases where the rate of sea level rise is high, geomorphic settings of moderate-to-high vulnerability, and tidal range is low. Figure 9d shows that although a high percentage of cases indicate that erosion is predicted in low wave height environments, there are relatively few observations comprising these environments in the data set, indicated by a histogram in grey. Instead, erosion predictions tend to occur in moderate wave height environments, which are abundant in the data set. In contrast, Figures 9f–9j show that stable rates of shoreline change are predicted where low-vulnerability geomorphic settings, lower rates of sea level rise, high wave height, and high tidal range environments are present. Last, Figures 9k–9o suggest that accretion is not predicted consistently for any specific set of conditions.

Figure 9. (a–o) Graphs showing the percentage of cases where the predicted most probable shoreline change rate falls in the same bin as the observations (circles) or falls within one bin of the observations (squares). Each row corresponds to the three classes of shoreline change outcomes, and each column corresponds to one of the five input variables. The ordinate value of each marker specifies the percent of each variable category for that shoreline change outcome, divided by the total number of that variable category in the data set and multiplied by 100. Grey bars show the percent of each category with respect to the entire data set.
3.4. Mapping Outcomes

[36] So far, the results have not referenced spatial locations (or time periods) where input data or sea level rise projections would be used to constrain the BN. Because data used in the hindcast evaluation are derived from specific locations and represent historical averages, the BN results can be shown in their geographic context (Figure 10). Posterior probabilities for different shoreline change outcomes are shown using established IPCC terminology to describe the level of likelihood or uncertainty as noted above (section 3.2.1). Figure 10a shows the probability of shoreline change $<-1$ m/yr at each location. This indicates the probability of moderate to severe erosion. Figure 10b shows the probability of the most likely outcome and can be used to identify areas where there is a high degree of confidence in any outcome prediction, as well as locations where there is a greater degree of uncertainty. This information can be useful for identifying where the BN needs to include more or better information to represent these settings. Alternatively, these regions may also indicate where scientific understanding of these coastal settings needs improvement.

4. Discussion

4.1. Implications

[37] The results of our study confirm that a BN trained with a historical data set can be used to learn quantitative relationships between the long-term shoreline change rate and sea level rise while including a range of other factors describing physical characteristics of a particular geographic location. Results indicate that the BN provides successful predictions for 71% of the cases represented in the input data set. The other skill metrics, the Brier score and the log likelihood ratio, also indicate that the BN performs well. The examples in section 3.2 show that where only rates of sea level rise are specified, posterior probabilities of shoreline change increase with higher rates of sea level rise. In addition, examining the log likelihood ratio for different numbers and combinations of input variables illustrates the importance of the sea level rise variable (section 3.3 and Figure 8). This clarifies the value of the sea level rise variable in predicting future shoreline erosion rates.

[38] When examined according to geomorphic setting, Brier scores indicate that the BN performs well for settings 1, 2, and 3 and less so for 4 and 5 but still results in predictions that are better than the prior probability. We presume that the lower skill scores for predictions in settings 4 and 5 stem from a combination of factors, including (1) the relatively high number of data points in the data set (414 and 1358, respectively) that represent a range of physical conditions along the U.S. Atlantic coast resulting in increased scatter in the input data and lowering the score and (2) the influence of erosion management measures (beach nourishment, jetties, groins, and seawalls, which are abundant on the U.S. East Coast) on long-term shoreline change rates. These measures have been...
active over much of the U.S. East Coast over the last half century or more [Valverde et al., 1999; Nordstrom, 2000].

[39] The characteristics of successfully predicted cases from our input data set show that erosion is predicted (shoreline change rate \(<-1\) m/yr) for cases where there are higher rates of sea level rise, and tend to occur in moderate- to high vulnerability geomorphic settings (setting category 3–4). Stable shoreline settings (1 m/yr < shoreline change rate \(<1\) m/yr) tend to occur where sea level rise rates are lower, and in lower vulnerability geomorphic settings (see Figure 9). We are unable to identify clearly the characteristics of locations where accretion (shoreline change rate \(>1\) m/yr) is the most probable outcome. There are a few specific cases with high certainties of accretion found by trial and error use of the BN to select specific physical settings (e.g., sea level rise rate = 0–1.8 or 2.5–2.95 mm/yr, mean wave height = 1.05–1.25 or >1.25 m, tidal range = 0–1 or 1–2 m, slope = 0.07–0.2%, and geomorphic setting = 5). But in evaluating all of the cases present in our data set, we cannot identify robustly the specific characteristics that distinguish settings where accretion is most probable in comparison to settings where erosion or stability are predicted (see Figure 9). It is likely that this shortcoming is related to the relative paucity of shoreline change observations indicating accretion (Table 2), which may influence the ability of the BN to predict this outcome with a high degree of certainty.

[40] There also appears to be a spatial influence on our results. For example, geomorphic setting 1, which is confined mostly to a specific geographic region with relatively uniform physical characteristics (e.g., coast of northern Massachusetts to Maine), has high skill scores relative to geomorphic setting 5, which occurs in a more diverse range of locations along the U.S. Atlantic coast. These geographic differences are used to predictive advantage in the BN using very little information about geologic or oceanographic processes. That is, if a coast is bounded by high rocky cliffs, the erosion rate hardly depends on any other information and uncertainties (such as future sea level rise rate) have no impact on the prediction. The regions where predictions are less confident are objectively identified and describe a need to add more observations from similar settings at other locations and/or other variables to improve the predictive capability of this BN.

[41] Given the need for effective means of decision support to parameterize climate change impacts such as sea level rise [e.g., Tribbia and Moser, 2008; NRC, 2009; Thieler et al., 2009], BNs will be a useful medium to involve both scientists and decision makers in the development of new decision support tools [McCann et al., 2006; Henriksen et al., 2007; Ticehurst et al., 2007; Martin de Santa Olalla et al., 2007]. Predictions can be mapped to provide a spatial representation of the level of confidence in a specific outcome. As illustrated here, the outcome probabilities can be translated into established likelihood terms such as those used in recent IPCC climate change assessments (see sections 3.3 and 3.4 and Figures 10a and 10b), which is a vital need in communicating potential future climate change impacts. Recent application of the BN approach to environmental management indicates that engagement of scientists, users (decision makers or managers), and stakeholders is an important aspect of the development of a BN for specific problems [Henriksen et al., 2007; Marcot et al., 2006; Nyberg et al., 2006]. Increased and sustained interactions between scientists, managers and stakeholders can improve climate change decision support [NRC, 2009].

4.2. Opportunities for Improved Predictions

[42] The BN described here can be viewed as a flexible and adaptable starting point for addressing sea level rise and shoreline change. This kind of application can also provide a structured framework to identify and evaluate new areas for scientific inquiry. One of the strengths of approaching a problem using a BN is that it can be updated easily with new data and additional variables as knowledge improves and information becomes available [Marcot et al., 2006; Nyberg et al., 2006]. Consequently, BN development is viewed commonly as an ongoing process. In this section we review several aspects of our work that may lead to improved BN performance.

[43] Our data set could be improved by incorporating more robust observations. The THK99 data rely on shoreline change observations compiled by Dolan et al. [1985] that contain rates calculated using different methods and time spans. Since then, a number of researchers have explored more rigorous statistical methods for calculating shoreline change rates [Dolan et al., 1991; Crowell et al., 1997; Ruggiero and List, 2009], and developed more consistent and modern data [e.g., Morton and Miller, 2005; Morton et al., 2004; Hapke et al., 2006]. Likewise, data representing a larger spatial domain may increase the representation of specific scenarios and improve the ability to predict outcomes for a wider range of conditions.

[44] Adding other variables may improve the ability to provide high-probability predictions. One example is a variable indicating the presence of an engineering structure such as seawall, jetty, or groin, or noting the proximity to a tidal inlet. These factors have been shown to have an influence on shoreline changes in some locations (e.g., Ocean City, Maryland, jetties [Leatherman, 1979, Dolan et al., 1980]; Sandy Hook, New Jersey, shore protection structures [Allen, 1981; Nordstrom, 2000]; and U.S. East Coast inlets [Galgano, 1998]). As noted previously, coastal engineering structures such as these may account for some of the variability exhibited by shoreline change rates from geomorphic setting 5. Other variables, such as dune height and beach or barrier island width, that provide a more complete description of barrier island geometry and how it changes over time could be included. For settings like barrier islands, decreases in dune height or barrier width may be important vulnerability indicators [e.g., Leatherman, 1979; Sallenger, 2000; Stockdon et al., 2007]. To improve the ability of the BN to make better predictions of cases where accretion occurs, it is important to evaluate and include other variables to describe the accretion scenario. This might include information regarding coastal sediment budgets [Komar, 1996; Schwab et al. 2000; Rosati, 2005].

[45] In the future, rates of sea level rise and shoreline change may increase to states that do not exist in the historical data set on which our BN is based. Modifications could be made to address this. Our data set could be expanded to include settings such as the U.S. Gulf of Mexico coast that have experienced relatively high rates of sea level rise and
coastal change. Expanding the data set to include cases where geomorphic thresholds have been crossed (e.g., barrier island stability evolving to barrier island migration or fragmentation) may also be important for higher rates of relative sea level rise [Titus et al., 2009]. While there are some available observations of this type of coastal evolution (e.g., Louisiana barrier islands [Penland et al., 1985; Sallenger et al., 2009]), they are not widespread in a range of coastal settings. In this situation, geometric models of coastal evolution could be employed (e.g., STM or GEOMBEST [Cowell et al., 1995; 2006; Stolper et al., 2005]) to augment observational data sets and provide information regarding extreme scenarios. Alternatively, model results could be used to test BN performance for controlled scenarios or used to compare with BN-based predictions.

[46] This network can also be expanded beyond shoreline settings and integrate data from adjacent environments such as coastal wetland ecosystems that will also be affected by sea level rise. The flexibility of the BN framework allows integration with other information, such as variables that contribute to wetland survival [Reed et al., 2008; Kirwan and Gunten spergen, 2010; Kirwan et al., 2010], impacts to groundwater systems [Masterson and Garabedian, 2007], or coastal habitat and species impacts [Shellenger Jones et al., 2009]. This approach can also be linked to similar frameworks for storm hazards [Stockdon et al., 2007] to provide a more comprehensive assessment of risks to coastal settings.

5. Conclusions

[47] We demonstrate here that Bayesian networks can provide probabilistic predictions of shoreline change rates using readily available data on driving forces (rate of sea level rise, wave height, tidal range) and boundary conditions (geomorphic setting, coastal slope). The probability of shoreline change increases with the rate of sea level rise. This trend is especially clear for some cases where specific values of each of the input variables are chosen. Evaluation of each specific case in our data set shows that the Bayesian network correctly predicts shoreline change rates for 71% of the cases.

[48] Brier skill and log likelihood ratio scores (0.77 and 619, respectively) indicate that the BN provides predictions that are better than the prior behavior. The log likelihood ratios show that the BN predictions are substantially better than the prior probability. Eighty-six percent of the individual log likelihood ratios are greater than zero, indicating a shoreline change prediction that is better than the prior probability. Examining the influence of different combinations of input variables demonstrates that those where sea level rise is specified results in the highest log likelihood scores.

[49] Examining cases where the BN reproduced observed shoreline change rates indicates that there is a relationship between the rate of relative sea level rise and shoreline change. Shoreline change rates indicating erosion result for cases where the rate of relative sea level rise is high and moderate-to-high vulnerability geomorphic settings occur. Stable shoreline change rates occur mainly for low rates of relative sea level rise and most often for low-vulnerability geomorphic settings. Accretion is not well predicted for any specific set of conditions.

[50] Our evaluation also shows that the BN approach provides a means for quantifying and communicating the level of uncertainty of an outcome. Here, we show that the results can be mapped and displayed using the likelihood terms adopted by the IPCC for recent climate change assessments.

[51] Bayesian networks are a useful means to integrate coastal hazards data to develop predictive tools to inform the decision making process. The flexibility of the Bayesian approach allows the integration of both quantitative and qualitative data. This attribute will be useful in developing more comprehensive assessments of climate change impacts.
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